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Abstract
Designing user-interfaces for interactive machine learning systems remains a complex, time-consuming task. In this work, we adopt a decision-theoretic approach to the problem and develop a plausible general POMDP model for an adaptive interface, which functions as a communication layer between the human user and machine learning model. We discuss the practical issues that arise due to the complex state, observation and action spaces, and highlight key research areas that are necessary to enable the practical application of these models.

1 Introduction
Handcrafting a user-interface is a complex and time-consuming task complicated by variety of factors including uncertainty, noisy inputs, and evolving user and environmental states. Interface choices often involve difficult trade-offs and may entail negative side-effects [1]. Furthermore, behavioral changes in the software due to machine learning come at a risk of increased unpredictability—systems that are deemed volatile and unintuitive may be abandoned in favor of less effective but more user-friendly alternatives.

In this workshop paper, we adopt a decision-theoretic mindset and view the user interface (UI) as an adaptive agent managing the flow of information between the user and the machine learning model to achieve an overarching goal. Through contextual self-modification, adaptive user interfaces (AUIs) can influence both the user and ML model to yield improved system outcomes.

Given the opaque nature of environmental and internal user states, we develop a general partially-observable Markov decision process (POMDP) model of adaptive user interfaces that captures the salient aspects of interactive machine learning (IML) systems. It then becomes apparent that challenges arise when attempting to apply such a model in practice. In particular, the large, complex and continuous observation and action spaces render state-of-the-art solvers ineffective. We highlight these (and other) issues as promising areas for future work in this domain.

2 The Problem of Adapting User Interfaces
In general, a well-designed interface enables a human user to accomplish a task in an efficient manner, that is, with a minimal exchange of information between the human and machine. To orga-
nize our discussion, we adopt the perceive-select-act model of adaptive systems proposed by Feigh, Dorneich and Hayes [1]. In this view (Fig. 1), contextual changes trigger adaptations in system’s behavior or interface (e.g., a change in modality or level-of-detail). The problem of adapting a user interface is one of developing appropriate contextual triggers, which we cast as finding an optimal mapping from contexts to adaptation types.

As previously mentioned, learning can cause system behavior changes that are confusing to users, leading to a fall in overall satisfaction and productivity. In addition, the use of active learning methods [2] may steepen learning rates, but at the cost of burdening the user with queries. How should the system trade-off learning (which tends to confer long-term benefits) against shorter-term goals? Moreover, recognizing that users are not infallible oracles [3, 2], should all user interactions be weighted equally as useful training data?

Given our discussion above, adapting the UI can be seen as a sequential decision making problem (which adaptations to perform) under uncertainty, which makes the POMDP an appealing framework. If we are able to construct an appropriate POMDP model for a user-interface, then an optimized policy will address the discussed trade-offs in an suitable manner.

3 A POMDP Formulation of Adaptive User Interfaces for IML

Formally, a POMDP is a tuple \( (S, A, O, T, R, Z, \gamma) \) where \( S \) is the set of states, \( A \) is the set of possible actions and \( O \) is the set of observations available to the agent. The (Markovian) transition function, \( T : S \times A \times S \rightarrow [0, 1] \) defines the probability of the next state given the action and previous state. The observation function \( Z : S \times A \times O \rightarrow [0, 1] \) models the probability of an observation given the outcome of a state after executing an action. The reward function \( R : S \times A \rightarrow \mathbb{R} \) gives the real-valued reward of taking an action in a state. Finally, the discount factor \( 0 \leq \gamma \leq 1 \), discounts rewards \( t \) time steps into the future by \( \gamma^t \).

Since observations only give partial information, the agent has to maintain a belief distribution over states. A finite history is denoted as \( h_t = \{a_0, \omega_1, \ldots, a_{t-1}, \omega_t\} \in \mathcal{H} \) where \( a_t \) and \( \omega_t \) are the action and observation at time \( t \) respectively. A policy \( \pi \) maps elements of \( \mathcal{H} \) to actions \( a \in A \), or a distribution over actions in the case of stochastic policies. Given an initial belief distribution \( b \) over the starting states, the expected value of a policy \( \pi \) is \( V_\pi(b) = \mathbb{E}(\pi) \left[ \sum_{t=0}^{\infty} \gamma^t r_t \mid b_0 = b \right] \) where \( r_t \) is the reward received at time \( t \). The optimal policy \( \pi^* \) maximizes this expectation.

3.1 Adaptive User Interface POMDP

At a high-level, our POMDP models the human user (U) and machine-learning method (M) as agents within the system. The user-interface (I) acts a communication layer between these two entities and receives (partial) observations of their actions and internal states. At each time-step, the interface agent decides how to manage the communication between these agents (and possibly the environment) to achieve an overall system goal. Our factored POMDP model is similar to William
and Young’s POMDP for spoken-dialog systems [4], but we address the additional issue of a machine learner embedded in the system.

To clarify our exposition, we use the running example of alarm prioritization—a scaled-down version of network alarm triage [5]—where incoming alarms are labelled as either being low, medium or high priority. Similar to CueT, the system attempts to learn interactively from human operators, but the interface elements may be altered and the ML agent may receive additional information regarding the user’s state. For simplicity, we assume a single human and machine agent, but the model can be extended to multiple agents of either type.

**States** The system states \( S \) comprise the possible configurations of the environment, user, ML agent and UI states. As such, we factor the state into separate variables, \( s = (s_E, s_U, s_M, s_I) \in S \), representing the environment, the human user, the ML agent, and the interface, respectively. Adopting this state decomposition in our alarm prioritization example,

- \( s_E \) represents the underlying network where each network entity, \( n_i \in N \) can be either be in a \textsc{Normal} or \textsc{Error} state with down-time, an assigned prioritization, and a boolean variable indicating if the error is currently being addressed;
- \( s_U \) encodes the human operator’s current objective and relevant properties, for example, cognitive load and skill-level, and traits such as frustration, distractibility, independence and neediness [6, 7];
- \( s_M \) would reflect the ML model and include parameters, hypotheses and performance characteristics;
- \( s_I \) represents the state of different interface elements e.g., which alarms are currently displayed, the level of detail presented and active modalities.

**Actions** The possible actions denoted \( a_I \in A_I \) map to the system adaptations described in [1]. As a communicative layer, the UI’s actions can be split into three basic parts \( a_I = (a_{I-E}, a_{I-U}, a_{I-M}) \), that is, actions that affect the environment, user, and machine learner. In our running example,

- \( a_{I-E} \) would be the assigned prioritization for each network entity, which would impact whether it was being fixed and the length of down-time.
- The user-affecting actions \( a_{I-U} \) would include changes to “how” of the interaction—style, modality, frequency—and “what”, i.e., the informational content including the quantity, quality and abstraction level presented to the user. Each alarm is associated with a visual element \( v_i \in V \) and a subset of possible actions are to show or hide elements, \( \{\forall v_i \in V \text{ \textsc{Show}}_i, \text{ \textsc{Hide}}_i\} \subseteq A_I \). An optimized policy would likely select actions partially based on U’s current state, e.g., fewer alarm elements would be shown to a human operator with low-skill and high mental workload. Finally, to assist the user, the interface may display recommended prioritization levels from the ML agent. Label queries may also be shown to U, i.e., alarms that are not currently active, but in M’s database [2].
- As the human operator labels alarms, actions \( a_{I-M} \) would be needed to “show” the ML agent the human labelings. Estimated noise levels or “weights” that depend on the inferred user state can also be provided.

**Transitions** Given our factored state representation, the state transitions are similarly decomposed for each state variable,

\[
p(s'|s, a_I) = p(s'_E|a_I, s_E)p(s'_U|a_I, s_U)p(s'_M|a_I, s_M)p(s'_I|a_I, s_I)
\]

Notably, our model assumes that each state variable evolves conditioned on the actions made by the interface (and its previous state). In other words, the user and ML agents only interact with each other (and the environment) via the interface. This assumption holds for alarm prioritization and simplifies the transition model. Nevertheless, these independence assumptions may be altered depending on application requirements.

---

[2] In our example, these “fictional alarm” queries would be displayed separately to avoid confusing the user about the current state of the network.
Observations For many real-world systems, observations are rich and complex. We decompose each observation into emissions from each state variable $o = (o_E, o_U, o_M, a_I)$, which entails a factored probability distribution,

$$p(o|s, a_I) = p(o_E|s_E, a_I) \cdot p(o_U|s_U, a_I) \cdot p(o_M|s_M, a_I) \cdot p(o_I|s_I, a_I).$$  

The state of the interface would normally be fully visible to itself, $p(o_I = s_I|s_I, a_I) = 1$, but other variables are likely to be only partially-observable. For example, erroneous network nodes may fail to emit alarms. A portion of the ML agent’s properties $s_M$ may be transparent, depending on how tightly integrated the interface and learner are within the system. Typical observations from the ML agent, $o_M$ would include the queries it is making of the user, and its predictions, i.e., the alarm prioritization levels.

Of particular interest is the user’s state and current objective $I$. Hence, inferences about the user have to be drawn from visible actions, $a_U$ (e.g., mouse clicks, menu selections) and sensor readings, $x_U$ (e.g., eye gaze, pupillometry, biometric). As such, we specify

$$p(o_U|s_U, a_I) = p(a_U, x_U|s_U, a_I).$$  

Rewards Finally, the reward function $R(s, a_I)$ depends on the application. Rewards can be specified for goal achievement, while costs (negative rewards) may be related to increased user mental workload, and length of time till task completion. For alarm prioritization, we can assign to each state a cost (negative reward) proportional to the number of nodes in an error state. For IML systems focussed on ML model creation, the estimated model accuracy may be used as a reward.

4 Discussion: Key Benefits and Challenges Ahead

Once the POMDP has been specified, a variety of solvers [8, 9] are available for computing an (approximately) optimal policy. Unlike ad hoc methods, the presented POMDP formalizes system adaptations as a decision making process, and naturally captures the sequential nature of the problem and the inherent trade-offs.

Importantly, the modeller is freed from specifying the causes or contextual triggers for adaptations. Rather, the triggers emerge from the solution process embedded in the policy. In other words, the triggers are automatically determined from the model specifications. As such, this approach conveys another notable advantage: instead of simply being executed, policies can studied to gain insights into the optimal triggers and adaptations under varying conditions and modeling assumptions.

Despite the aforementioned benefits, several challenges still impede practical application of the formulation as presented:

Model Specification In practice, the modeller would have to specialize the model to their given application, and complex POMDPs can be difficult to describe. A high-level language such as RDDL [10] may be useful in this regard, but what if the model is only partially known? This problem is particularly apparent when attempting to define the user state transition function—a task that requires cognitive modeling, human factors and/or HCI expertise. One can turn to Bayes-adaptive POMDPs [11] and learn the POMDP during execution, but scaling up Bayes-adaptive methods for this task remains a significant challenge.

Solution Derivation The large, complex and possibly continuous state, observation and action spaces pose a problem to even state-of-the-art solvers. Large state spaces can be mitigated by online Monte-Carlo planning [8, 12] that break the curse of dimensionality. But despite recent innovations [13, 14, 15, 16], POMDP solvers have yet to adequately handle complex continuous observation and action spaces. In the interim, it is possible to discretize these spaces a priori, but this may result in suboptimal policies. Since the UI performs several sub-actions concurrently, it may be possible to exploit the factored nature of the action space to derive efficient specialized methods.

Moving forward, addressing these key challenges would enable POMDPs to simplify and systemize the creation of adaptive user interfaces, a key ingredient for improving the usability and effectiveness of IML systems.

---

1 We distinguish between the user’s current objective and the system goal. For example, the overall system goal is the correct prioritization of alarms, but the user’s current objective may be to look-up information regarding a particular alarm type.
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